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2Institut Fourier, Université Grenoble Alpes, 100 rue des Maths, 38610 Gières, France,
e-mail: *damien.gayet@univ-grenoble-alpes.fr

Abstract: Let T be a random ergodic pseudometric over Rd. This setting
generalizes classical first passage percolation over Zd. We provide simple
conditions on T (decay of instant one-arms and quasi-independence) that
ensure the positivity of its time constants, that is almost surely, the pseudo-
distance given by T from the origin is asymptotically a norm. This theorem
applies in particular to Voronoi percolation and smooth Gaussian fields with
weak positive correlations.
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1. Introduction

First passage percolation (FPP) was first introduced by Hammersley and Welsh
in 1965 [17], see [4] for an introduction to the subject. Let (Zd,Ed) be the
hypercubic lattice, ν be a probability law on R+, and σν : Ed → R+ be such
that every edge e ∈ Ed is endowed with an independent time σν(e) ∈ R+

following the law ν. For any two vertices x, y in Zd, a path between x and y is
a continuous path from x to y made of edges. Then, the random time or first
passage time between x and y is defined by:

T (x, y) := inf
γ path x→y

∑
e∈γ

σν(e). (1.1)
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We have hence endowed Zd with a random pseudometric. It is not necessarily
a metric since T can vanish even if the points are different. For any probability
measure ν on R+, define the following conditions:

(a) (Finite expectation) Emin(σν(1), · · · , σν(2d)) <∞
(b) (Finite moment) E[min(σν(1), · · · , σν(2d))d] <∞,

where the σν(i)’s are i.i.d random variables with law ν. Recall that a Q-semi-
norm over Rd is a map µ : Rd → R+ satisfying

∀(λ, x) ∈ Q× Rd, µ(λx) = |λ|µ(x),

and ∀(x, y) ∈ (Rd)2, µ(x+y) ≤ µ(x)+µ(y). The first main result in this domain
is a consequence of the ergodicity of the model:

Theorem 1.1. [17] Let ν be a probability measure over R+ satisfying condition
(a). Then, there exists a Q-semi-norm µν such that for any w ∈ Zd,

lim
n→+∞

1

n
T (0, nw) = µν(w) almost surely and L1. (1.2)

For Bernoulli percolation, p ∈ [0, 1] is fixed, and any edge is given indepen-
dently a number σp, 0 with probability p and 1 with probability 1 − p, that
is ν = pδ0 + (1 − p)δ1. Let pc(d) be the critical threshold for Bernoulli bond
percolation on Zd, that is

pc(d) = sup{p ∈ [0, 1], there is no infinite component of {σp = 0} a.s.}.

It is well known [16] that for any d ≥ 2, pc(d) ∈]0, 1[, and that pc(2) = 1/2.
The second FPP result, namely Theorem 1.2, provides a precise link between
the local law ν and the global behaviour of the time constant µν .

Theorem 1.2. [19] Let ν be a probability measure over R+ satisfying condition
(a). Then,

µν is a norm ⇔ ν({0}) < pc(d).

Notice that for Bernoulli percolation, the condition is equivalent to p < pc(d).
For subcritical laws, a natural question is to study the geometry of the large
balls defined by the pseudometric T . For this define:

∀t ≥ 0, Bt := {x ∈ Zd, T (x, 0) ≤ t}+ [−1/2, 1/2]d

the family of balls in Rd defined by the pseudometric T . In 1981, J. T. Cox and
R. Durrett proved the following geometric result:

Theorem 1.3. [10] (for d = 2) [19] (for d ≥ 2) Let ν be a probability measure
over R+ satisfying condition (b) and T be defined by (1.1).

1. If ν({0}) ≥ pc(d), then for any M > 0,

P[MB ⊂ 1

t
Bt for t large enough ] = 1,

where B denotes the unit standard open ball in Rd.
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2. If ν({0}) < pc(d), there exists a deterministic compact convex set K ⊂ Rd
with non-empty interior, such that for any positive ε,

P
[
(1− ε)K ⊂ 1

t
Bt ⊂ (1 + ε)K for all t large enough

]
= 1. (1.3)

In [28], a wide generalization of the classical FPP was proposed: general
random ergodic pseudometrics T : (Rd)2 → R+ over the whole affine space
Rd. In this continuous setting we can also define the family of time constants
(µ(v))v∈Rd , under mild conditions, see Theorem 2.1. In this paper we prove a
general theorem, see Theorem 2.2, which asserts that under two simply stated
main conditions, the time constants associated with T are positive. More pre-
cisely, if T is ergodic, satisfies a polynomial decay (for a large enough degree
depending only on the dimension d) of correlations, see condition 6, and if the
probability that the origin and a large sphere are at vanishing T -distance de-
creases polynomially fast (with degree depending only on d), see condition 5,
then the time constants of T are positive. We also prove a shape theorem, see
Theorem 2.5. One fundamental tool for the proof of the positivity of the time
constant in the case of classical percolation is the so-called van den Berg-Kesten
(BK) inequality. This inequality no longer holds for dependent models. In this
paper, we explain how to bypass this crucial tool, if the correlations are weak.
For this, we provide a renormalization scheme which holds in a very general
way, see Theorem 2.2.

Quite surprinsingly, Theorem 2.2 applies to all the known natural sorts of
FPP, discrete or continuous, that is classical, Boolean (but with a non-optimal
degree for the polynomial tail for radii) or Riemannian FPP, with the notable
exception of the Gaussian free field [12], where the correlations are too strong
for the present setting. Moreover, we provide two new applications in two very
natural settings: Voronoi and Gaussian FPP. Historically, the first natural gen-
eralization of the classical FPP on Zd has been provided by random measurable
colourings σ : Rd → {0, 1} (see e.g [15], [28]). Here, the associated first passage
time T (x, y) is the least integral of σ over the piecewise C1 paths between two
points x, y of Rd, see (3.1). Voronoi percolation is defined in the following way.
First, a Poisson process in Rd of intensity one provides a locally finite random
set X of points in Rd. Then X induces a partition of the space into Voronoi
cells defined by the points which are closest to a particular point in X. Now
for a given p ∈ [0, 1], all the points in a given random cell are given a common
number σp, 0 or 1, with respective probability p and 1− p, as in Bernoulli per-
colation, and this is done independently over the cells. It is classical that this
model undergoes a phase transition for the infinite components of {σp = 0}.
Recently, new results about the associated percolation and criticality properties
have been proved, see Theorems 3.2, 3.3 and 3.4. We prove in this paper, using
the aforementioned results and Theorem 2.2, that the same phase transition
occurs for the associated FPP, see Theorem 3.5.

Also very recently, another class of continuous percolation model was reborn,
Gaussian percolation, that is connectivity properties associated with the sign of
a stationnary smooth Gaussian field over Rd. Common features with Bernoulli
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percolation have been revealed some years ago for planar fields with positive and
strongly decorrelating fields, see Theorems 3.14 and 3.15, the latter providing
a phase transition for the levels of the random field. More precisely, for p ∈ R
and a random real centered Gaussian field f over R2, let σp be the colouring
equal to 0 if f + p ≤ 0 and 1 if f + p > 0. Then, almost surely {σp = 0} has
an infinite component if and only if p < 0. In this planar context, for the same
conditions on the correlations, we apply Theorem 2.2 to prove that the FPP
model associated with σp undergoes the same phase transition, see Theorem
3.16. All this applies to the Bargmann-Fock model defined by (3.10), which is
a field of particular interest due to its connections with complex geometry (see
[5]).

This paper is a shortened version of the preprint [11]. In the latter applications
are described in detail (in particular, classical, Boolean and Riemannian FPP).
Since the real novelty our work lies, firstly in the general proof of the positivity
of the constant, and secondly in the applications to Voronoi and Gaussian FPP,
we prefered to restrict ourselves to these sections in this published version.

We finish this introduction with some open questions.

• One main conjecture for discrete FPP is the universality of the fluctuations
of T (0, x)− µ(x) = o(x). It is conjectured [4, §3.1] that

var T (0, x) ∼‖x‖→∞ ‖x‖2/3

on R2, where the symbol ∼ has various interpretations. Does the previous
estimate hold for Gaussian fields, for instance the Bargmann-Fock field?
Note that in our continuous setting, since we don’t work on a lattice, the
issues associated with lattice rigidity don’t arise. However, one of the main
problems in our context is the infinite dependency, an issue which does
not arise in classical Bernoulli percolation.

• Another conjecture is related to the deviations of geodesics for the pseudo-
metric from the straight line, for instance the maximal distance between
these two kinds of geodesics. It is conjectured that this distance should be
of order ‖x‖γ for a certain exponent γ < 1, see [4, §4.2]. It is very natural
to conjecture that this should be the case for Gaussian fields as well.

• The proof of Theorem 2.2 involves a combinatorial bound, which must
be fought by, among others, the asymptotic independence given by con-
dition 6. In the Gaussian case, this independence is provided by the fast
decay of the correlation function. If said function decreasestoo slowly, the
combinatorics win and we cannot get any upper bound.

2. Random pseudometrics

2.1. Statements of the main results

Let T : (Rd)2 → R+ be a random pseudometric, that is T is a random map,
almost surely satisfying the axioms of a metric except the non-degeneracy. We
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further suppose that T is geodesic in the following sense: there exists a function
T̃ defined over piecewise C1 paths γ : [0, 1] 7→ Rd such that for any x, y ∈ (Rd)2,

T (x, y) = inf
γ from x to y

T̃ (γ).

We will always assume that T is measurable with respect to the Σ-algebra of T̃ .
In the two main applications T̃ is the integral of a random function, see (3.1).

For every v ∈ Rd, τv denotes the translation associated with v. The transla-
tions of Rd act on the set T (Rd) of pseudometrics over Rd by

τv(T )(x, y) = T (v + x, v + y). (2.1)

The action τv is said to be ergodic if the law of the pseudometric T is invariant
under the action τv, and if for any event E, E invariant under τv implies that
E has measure 0 or 1.

The following two first assumptions are used for the existence of µ, and the
third one is secondary.

1. (Ergodicity) T is ergodic under the action of the translations of Rd.
2. (Finite moment) For any x ∈ Rd, E (T (0, x)) is finite.
3. (Isotropy) The measure of T is invariant under the action of the orthogonal

group of Rd.

The following is a standard consequence of Kingman’s subadditive ergodic the-
orem.

Theorem 2.1. Let T be a random pseudometric satisfying conditions 1 and 2.
Then, there exists a Q-semi-norm µ : Rd → R+ such that

∀v ∈ Rd, lim
n→+∞

1

n
T (0, nv) = µ(v) almost surely and L1. (2.2)

If T satisfies the further condition 3 then µ is constant over Sd−1.

Note that a semi-norm over Rd is always continuous. For the main theorem
we need further notations. The set T of pseudometrics over Rd is equipped with
the natural partial order ≤. An event E in T is said to be increasing if

ϕ ∈ E and ϕ ≤ ψ ⇒ ψ ∈ E.

An event is decreasing if ϕ ∈ E and ϕ ≥ ψ ⇒ ψ ∈ E. For any pair of subsets
A,B ⊂ Rd, let A− and B− be the set of decreasing events in T depending only
on the values of T̃ for paths contained in A and B respectively. For any positive
reals Q,S, let

Ind−(Q,S) := sup
A,B⊂Rd,DiamA≤2S,DiamB≤2S

dist(A,B)>Q,EA∈A−,EB∈B−

|P[EA ∩ EB ]− P[EA]P[EB ]| . (2.3)

For any 0 < r < R, let

Ar,R = B(0, R) \B(0, r) ⊂ Rd, AR = A1,R (2.4)

and T (Ar,R) = inf
x∈S(0,r),y∈S(0,R)

T (x, y), (2.5)
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where B(x, r) (resp. S(x, r)) is the Euclidean ball (resp. sphere) of center x and
radius r. The following assumptions are needed for the positivity of µ (Theorem
2.2)

4. (Shell measurability) For any 0 < r < R, T (Ar,R) is measurable with
respect to the Σ−algebra of the random pseudometric T .

5. (Decay of instant one-arms) There exist R0 > 0, η > (d− 1)/4 such that

∀R ≥ R0, P [T (AR) = 0] ≤ 1

Rd−1+η
.

6. (Quasi-independence) There exist constants α > 1, Q0 > 0 such that for
any Q ≥ Q0,

Ind−(Q,Qα) ≤ Q−19(d−1),

where Ind− is defined by (2.3).

The main result of this paper is the following:

Theorem 2.2. Let T be a random pseudometric over Rd satisfying conditions
1, 2, 4, 5 and 6. Then µ is a norm, that is µ > 0.

Remark 2.3. • We emphasize that this theorem is general, and does not
deal with the particularities of the model. This is the reason why we can
apply it to such different models as Gaussian fields, Voronoi percolation,
Boolean percolation or smooth random metrics.

• Condition 5 is one of the two crucial assumptions needed for our main
Theorem 2.2. This fact is intuitive: if the random time across a spherical
shell is too small, then it is believable that the time constant will drop to
zero.

• Condition 6 asserts that the restrictions of the random pseudometric over
two disjoint boxes are weakly correlated. We must allow the size of the
boxes to increase polynomially with their distance. This kind of measure
of dependency was used in [5] for topological events related to Gaussian
fields. Because of this small asymptotic dependence, in the Gaussian appli-
cation, we will need fields with polynomially fast decorrelation. Notice that
this condition enables us to deal with infinite correlations and to have an
alternative to the van den Berg-Kesten (BK) inequality, which is a cru-
cial tool for percolation in independent settings. Also, condition 6 could
be weakened in considering only events which are finite intersections of
events of the type {T (AR) < δ}, see the proof of Proposition 2.9.

The following assumptions are needed for the vanishing of µ (Theorem 2.4).

7. (Instant crossings of large rescaled spherical shells)

lim sup
R→∞

P[T (AR,2R) = 0] > 0.

8. There exists a positive C > 0 such that almost surely T is C-Lipschitz for
the Euclidean metric.
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In [15], J.-B. Gouéré and M. Théret proved the following:

Theorem 2.4. [15, §2] Let T be a random pseudometric over Rd satisfying
conditions 1, 3, 4, 7 and 8. Then µ = 0.

The aforementioned article [15] is written for Boolean percolation, but the
proof holds in our context. We explain it in §2.3. Theorem 2.2 is extended into
the shape theorem, the exact counterpart of Theorem 1.3. For this, for any t ≥ 0
let

Bt = {x ∈ Rd, T (0, x) ≤ t}
and K =

{
x ∈ Rd, µ(x) ≤ 1

}
, (2.6)

where µ is defined by (2.2).

Theorem 2.5. Let T be a random pseudometric over Rd satisfying 1, 2 and 8.

1. If µ = 0 then for any positive M ,

P
[
MB ⊂ 1

t
Bt for all t large enough

]
= 1,

where B is the unit Euclidean ball.
2. If µ is a norm then the subset K defined by (2.6) is a convex compact

subset of Rd with non-empty interior. Moreover, for any positive ε,

P
[
(1− ε)K ⊂ 1

t
Bt ⊂ (1 + ε)K for all t large enough

]
= 1. (2.7)

If T further satisfies condition 3, then K = 1
µ(1)B, where B ⊂ Rd denotes

the unit ball and µ(1) denotes µ(v) for any vector v of norm 1.

Corollary 2.6. Let T be a random pseudometric over Rd satisfying conditions
1, 2, 4 and 6. Assume also that µ = 0, where µ is the pseudo-norm defined by
Theorem 2.1. Then

∀η > d− 1

4
, lim sup

R→∞
Rd−1+ηP[T (AR) = 0] > 0,

where T (AR) denotes the first passage time between the two spheres S(0, 1) and
S(0, R), see (2.4) and (2.5).

Under an assumption of exponential decay of correlations, one can get the
result of Corollary 2.6 for all η > 0 instead of η > (d− 1)/4, see [11].

2.2. Positivity of the time constant

Theorem 2.2, which asserts that µ is a norm if the ergodic pseudometric T
satisfies condition 5 and 6, is a consequence of the following Proposition 2.7.
Recall that for any M > 1, AM denotes the spherical shell centered at 0 of
inner radius 1 and outer radius M , see (2.4), and T (AM ) denotes the minimal
time of a path from the interior sphere to the outside of AM , see (2.5).
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Proposition 2.7. Let T : (Rd)2 → R+ be a random pseudometric satisfying
conditions 1, 4, 5 for η > (d − 1)/4 and 6. Then, there exists an unbounded
positive increasing sequence (Mn)n and a positive number c such that

∀n ∈ N, P
[
T (AMn

)

Mn
< c

]
≤ 1

Md−1+η
n

.

Remark 2.8. Note that a large deviation result would suffice to get exponential
decay. It is possible that the wide applicability range of Theorem 2.2 is a conse-
quence of the leniency of this result. Moreover, it yields Corollary 2.6, which is
the best general result known for percolation.

Given this proposition, we can prove the main Theorem 2.2.

Proof of Theorem 2.2. Let v ∈ Sd−1 and (Mn)n be the sequence given by The-
orem 2.7. By Theorem 2.1 there exists a constant µ(v) ≥ 0 such that

1

bMnc+ 1
T (0, (bMnc+ 1)v)

a.s.−−−−→
n→∞

µ(v).

Since for any n, T (AMn) ≤ T (0, (bMnc + 1)v), the limit and Proposition 2.7
imply that µ(v) ≥ c and thus µ(v) > 0.

Proposition 2.7 will be proved by induction over scales. However we will
need to renormalize the constant c, see Corollary 2.10 below. To this end, we
begin by proving the following Proposition 2.9 which compares the crossing time
probabilities of two spherical shells with different exterior radii.

Proposition 2.9. Let T be a random pseudometric over Rd satisfying assump-
tion 1 and 4. Then, for any 1 ≤ Q < R and S ≥ 100R2/Q, for any positive
constant δ,

P

[
T (AS)

S
<

δ

1 + Q
R

]
≤
(
cdS

d−1R

Q

)n(
P
[
T (AR)

R
< δ

]n
+ n Ind−(Q,S)

)
,

(2.8)
where cd > 0 is a constant depending only on the dimension d, where n =
bN Q

3R+3Qc with N = b S−1
2R+Qc, and where Ind− is defined by (2.3).

Proof. Let

N =

⌊
S − 1

2R+Q

⌋
.

Then, there exist {B1, · · · , BN} a set of disjoint spherical shells, centered at 0,
included in AS , of increasing radii, of width 2R, such that the interior sphere
of B1 is the unit sphere, and separated by a sequence (C1, · · · , CN ) of spherical
shells centered on 0, of width Q and of increasing radii, see Figure 1.

For any j ∈ {1, · · · , N}, we consider a minimal set of kj translates of AR
inside Bj , such that the closure of the union of their interior disks contains the
middle sphere of Bj , that is S (0, 1 + (j − 1)(2R+Q) +R). These conditions
ensure that any continuous crossing of Bj crosses at least one of the kj copies
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Fig 1. A path γ going across AS crosses a certain number of copies of AR.

of AR inside Bj at least twice. It is true that there exists cd > 0 depending only
on the dimension d, such that

∀1 ≤ j ≤ N, kj ≤ cdSd−1. (2.9)

Let γ be a path across the shell AS . By the previous remark, γ necessarily
crosses one copy of AR in each Bj , once to enter the interior ball, and then once
more to leave it. It thus crosses at least N such shells, each of them twice. Any
path thus crosses a sequence (a1, · · · , aN ), the first copies of AR it crosses twice
in each Bj , see Figure 1. We therefore have

T (AS) ≥ inf
a1,··· ,an copies of AR
on disjoint shells Bj

N∑
j=1

2T (aj). (2.10)

Now, for any j ∈ {1, · · · , N}, consider the corresponding event:

Ej :=

{
T (aj)

R
< δ(1 +

Q

R
)

}
.

When the event
{
T (AS)
S < δ

}
occurs, at least

n = bN Q

3R+ 3Q
c
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events of the form Ej occur. Indeed, otherwise we would have by (2.10)

T (AS)

S
≥ 2

R

S
(N −N Q

3Q+ 3R
)δ(1 +

Q

R
)

≥ 2
R

S

(
S − 1

2R+Q
− 1

)
2Q+ 3R

3Q+ 3R

R+Q

R
δ

=
2

3

S − 1− 2R−Q
S

3R+ 2Q

2R+Q
δ

≥
(

1− 4R

S

)(
1 +

Q

9R

)
δ

≥ δ,

where in the last step we have used that S ≥ 100R2/Q. Assume from now on
that n ≥ 1. Note that if n = 0 then (2.8) is trivially true. Using (2.9),

P
(
T (AS)

S
< δ

)
≤
(
N

n

)
(cdS

d−1)n sup
a1,··· ,an copies of AR
on disjoint shells Bj

P

 n⋂
j=1

Ej

 .
Indeed, there are

(
N
n

)
ways to choose the n shells (Bj1 , · · · , Bjn) where Ej1 , · · · , Ejn

occur, and for any i = 1, · · · , n, there are at most cdS
d−1 choices for the small

shell aji . Now, given such a deterministic sequence a1, · · · , an, since by defini-
tion the distance between any two of the shells Bj is at least Q, the distance
between any two of the aj ’s has the same lower bound. By definition of Ind−,
using the fact that a finite intersection of Ej ’s is a decreasing event, for all
S > R > Q ≥ 1,

∀i ∈ {1, · · · , n}, P

Ei ∩ n⋂
j=i+1

Ej

 ≤ P[Ei]P

 n⋂
j=i+1

Ej

+ Ind−(Q,S).

By an immediate induction, this implies

P

 n⋂
j=1

Ej

 ≤ (P [E1])
n

+ n Ind−(Q,S).

By the classical inequality

∀1 ≤ n ≤ N,
(
N

n

)
≤
(
eN

n

)n
and the definition of n, the combinatorial term satisfies(

N

n

)
(cdS

d−1)n ≤
(

6cdeS
d−1R

Q

)n
.

Replacing δ with δ(1 +Q/R)−1, we obtain the result.
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In the next Corollary 2.10, Proposition 2.9 is applied to a sequence of growing
scales, threatening the inductive renormalized constant δ to drop to zero. How-
ever, the sequence is chosen so that the infinite product of the renormalization
factors converges to a positive constant.

Corollary 2.10. Let η > 0 and T be a random pseudometric satisfying as-
sumptions 1, 4 and 6. Let (d − 1)/4 < η < d − 1. Then there exists R0, ε > 0,
such that for any positive constant δ and any R ≥ R0,

P
[
T (AR)

R
< δ

]
≤ 1

Rd−1+η
⇒ P

[
T (A100R1+ε)

100R1+ε
<

δ

1 +R−ε

]
≤ 1

(100R1+ε)d−1+η
.

(2.11)

Proof. For any 0 < ε < 1 and R ≥ 1, let (Q,R, S) = (R1−ε, R, 100R1+ε) so that,
in the notations of Proposition 2.9, for all R ≥ 1,

N =

⌊
100Rε −R−1

2 +R−ε

⌋
, n =

⌊
R−ε

3 + 3R−ε
N

⌋
=

⌊
100

6

1− [R−1−ε +R−εqN ]/100

(1 +R−ε)(1 +R−ε/2)

⌋
,

where 0 ≤ qN ≤ 2 +R−ε (qN is 2 +R−ε times the fractional part of N). Thus,
for all R ≥ 1, for any 0 < ε < 1,

5 ≤ n ≤ 17 and

(
cdS

d−1R

Q

)n
≤ (cd(100R1+ε)d−1Rε)n ≤ c′dRn[(d−1)(1+ε)+ε].

(2.12)

Now, since η > (d− 1)/4 and n ≥ 5, we have

n(d− 1 + η) > n(d− 1) + d− 1 + η.

Further, since n ≤ 17 and η < d− 1, we have

19(d− 1) > n(d− 1) + d− 1 + η.

We are thus able to define a small ε > 0 (small enough so that α := 1+ε
1−ε is

smaller than α0 from condition 6, and uniformly in n, hence in R ≥ 1) such
that

n(d− 1 + η) > n[(d− 1)(1 + ε) + ε] + (1 + ε)(d− 1 + η)

and 19(d− 1)(1− ε) > n[(d− 1)(1 + ε) + ε] + (1 + ε)(d− 1 + η).
(2.13)

Now, by Proposition 2.9 and condition 6, and recalling (2.12), there exists
R1(ε) > 0 such that for any R ≥ R1, for any δ > 0, if the left-hand side of
(2.11) holds, then

P
[
T (A100R1+ε)

100R1+ε
<

δ

1 +R−ε

]
≤ c′dRn[(d−1)(1+ε)+ε]

(
R−(d−1+η)n+17R−19(d−1)(1−ε)

)
.

(2.14)
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And by (2.13), there exists R2(ε) ≥ R1(ε) such that for all R ≥ R2,

c′dR
n[(d−1)(1+ε)+ε]R−(d−1+η)n ≤ 1

2

1

(100R1+ε)d−1+η

and

17c′dR
n[(d−1)(1+ε)+ε]R−19(d−1)(1−ε) ≤ 1

2

1

(100R1+ε)d−1+η
.

Hence, the right-hand side of (2.14) is bounded above by (100R1+ε)−(d−1+η).

To implement the implication (2.11), we need to find a scale where the left-
hand side holds. This is done by the following lemma:

Lemma 2.11. Let T be a random pseudometric over Rd satisfying conditions
1, 4 and 5 for some R0 > 0 and η > (d− 1)/4. Then, there exists M0 > 0 and
η′ > (d− 1)/4 such that

∀M ≥M0, ∃cM , ∀c ≤ cM ,P
[
T (AM )

M
≤ c
]
≤ 1

Md−1+η′ .

Proof. Let η′ := (d−1)/4+[η−(d−1)/4]/2. By condition 5, there exists M0 > 0
such that for all M ≥M0,

P
[
T (AM ) = 0

]
≤ 1

2Md−1+η′ .

Since for a real-valued random variable X, the function x 7→ P(X ≤ x) is right
continuous, we obtain the result.

We can now prove Proposition 2.7.

Proof of Proposition 2.7. By condition 5 and Lemma 2.11, there exist R0 ≥ 1
and η > (d− 1)/4 such that

∀M ≥ R0, ∃cM , P
[
T (AM )

M
≤ cM

]
≤ 1

Md−1+η . (2.15)

Moreover, by Corollary 2.10 there exists R1 ≥ R0 and ε > 0 such that such that
for any R ≥ R1 and any δ > 0, the implication (2.11) holds. Let

δ := cR1

be defined and given by (2.15) and define M0 = R1 and for any integer k ≥ 1:

Mk := 100M1+ε
k−1,

i.e for any integer k,

Mk = 100−1/ε(1001/εR1)(1+ε)
k

,

12



Then by an immediate induction and Corollary 2.10,

∀k ≥ 1, P

T (AMk
)

Mk
≤ δ

k−1∏
j=0

(1 +M−εj )−1

 ≤ 1

Md−1+η
k

.

Now note that M−εk = 100(1001/εR1)−(1+ε)
kε, so that the product

∏∞
j=0(1 +

M−εj )−1 converges to a constant γ > 0 (recalling R1 ≥ 1). Hence, we then
obtain

∀k ≥ 1,P
[
T (AMk

)

Mk
≤ δγ

]
≤ 1

Md−1+η
k

, (2.16)

which implies the result.

We finish this paragraph with the proof of the estimate for the one-arm decay.

Proof of Corollary 2.6. If the conclusion does not hold, then T satisfies condi-
tion 5, so that by Theorem 2.2, µ > 0, which is a contradiction.

2.3. Vanishing of the time constant

We explain why Theorem 2.4 proved in a Boolean setting extends to ours.

Proof of Theorem 2.4. Under conditions 3 (isotropy) and 8 (Lipschitz), the con-
vergence given by Theorem 2.1 is uniform in all directions. This is proved by [15,
Theorem 1.1] for the Boolean setting, but the proof given by [15, §B] only uses
the Lipschitz property of T and isotropy. Now, in [15, §2], the authors proved

µ is a norm ⇒ P[Cross0(AR,2R)]→R 0, (2.17)

where any 0 < r < R,

Cross0(Ar,R) =
{
∃ a C0 path included in {σ = 0} crossing Ar,R

}
and σ : Rd → R denotes the indicator function of the union of the random balls.
However, their proof gives the stronger

µ is a norm ⇒ P[T (AR,2R) = 0]→R 0. (2.18)

Now, under isotropy, µ is either a norm or vanishes, so that the contrapositive
of (2.18) gives the result.

Example 2.12. Condition 2.17 is indeed weaker than condition 2.18 in our
general setting. Here is a deterministic example (provided by a referee) where
T (AR,2R) = 0 but Cross0(AR,2R) does not occur: let σ : R2 → R+ be such that
if (x, y) ∈ R2 with y 6= 0, then σ(x, y) is the positive angle between (x, y) and
the horizontal axis, and σ(x, y) = 1 if y = 0. Let T be defined by the infimum of
the integral of σ over C1 paths between two points, see (3.1). Then T satisfies
the aformentioned properties.

13



2.4. The shape theorem

We set out to prove Theorem 2.5 (shape theorem). Firstly, let us define a par-
ticular event:

• Let T be a random pseudometric over Rd satisfying conditions 1 and 2.
Denote by E the event

E :=

{
∀b ∈ Qd,

1

n
T (0, nb)→n→+∞ µ(b)

}
, (2.19)

where µ is the time constant defined by Theorem 2.1.

Note that by Theorem 2.1, E holds almost surely. For both cases of Theorem
2.5, µ = 0 or µ > 0, we will use the same compactness lemma:

Lemma 2.13. Let T be a random pseudometric satisfying conditions 1, 2 and 8.
Assume E is satisfied, and let (zn)n be a sequence in Rd such that ‖zn‖ →n ∞.
Then, there exist a subsequence (yn)n of (zn)n and a ∈ Sd−1 such that

yn
‖yn‖

→n a and
1

‖yn‖
T (0, yn)→n µ(a). (2.20)

Proof. Since µ is a semi-norm, it is Cµ-Lipschitz for a constant Cµ, and by
condition 8 there exists CT > 0 such that T is CT -Lipschitz. By compactness,
we can assume that there exist a subsequence (yn)n of (zn)n and a ∈ Sd−1, such
that

yn
‖yn‖

→n→∞ a. (2.21)

Let η > 0 and b = b(η) ∈ Qd be such that

‖a− b‖ < η

9 max(CT , Cµ)
. (2.22)

Let N be so large that

∀n ≥ N,
∥∥∥∥ yn
‖yn‖

− a
∥∥∥∥ < η

3 max(Cµ, CT )
. (2.23)

Since µ is Cµ-Lipschitz, (2.23) implies that

∀n ≥ N,
∣∣µ(yn)− ‖yn‖µ(a)

∣∣ < η

3
‖yn‖. (2.24)

Since E given by (2.19) holds, there exists Nη ≥ N , such that

∀n ≥ Nη,
∣∣∣∣T (0, ‖yn‖b)
‖yn‖

− µ(b)

∣∣∣∣ < η

9
.

Moreover by (2.22) and since T is CT -Lipschitz,

∀n ∈ N,
∣∣∣∣T (0, ‖yn‖a)

‖yn‖
− T (0, ‖yn‖b)

‖yn‖

∣∣∣∣ < η

9
,
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so that we have for all n ≥ Nη, using again (2.22) and that µ is Cµ-Lipschitz
for the last term,∣∣∣∣T (0, ‖yn‖a)

‖yn‖
− µ(a)

∣∣∣∣ ≤ ∣∣∣∣T (0, ‖yn‖a)

‖yn‖
− T (0, ‖yn‖b)

‖yn‖

∣∣∣∣+

∣∣∣∣T (0, ‖yn‖b)
‖yn‖

− µ(b)

∣∣∣∣
+ |µ(b)− µ(a)| < η

3
. (2.25)

Now, for all n ≥ Nη:∣∣∣T (0, yn)− µ(yn)
∣∣∣ ≤ ∣∣∣T (0, yn)− T (0, ‖yn‖a)

∣∣∣+
∣∣∣T (0, ‖yn‖a)− µ(‖yn‖a)

∣∣∣
+
∣∣∣µ(‖yn‖a)− µ(yn)

∣∣∣.
Since T is CT -Lipschitz and by (2.23), for any n ≥ N the first term is upper
bounded by η

3‖yn‖. By (2.25), for any n ≥ Nη the second term is bounded by
η
3‖yn‖. By (2.24) the third term is less than η

3‖yn‖ for all n ≥ N . We deduce
that

∀n ≥ Nη, |T (0, yn)− µ(yn)| < η‖yn‖.
Hence, we have proved that

1

‖yn‖
T (0, yn)− µ(

yn
‖yn‖

)→n 0, (2.26)

which implies by continuity of µ and (2.21) that

1

‖yn‖
T (0, yn)→n µ(a). (2.27)

Proof of Theorem 2.5. First, the compact K defined by (2.6) is convex. Indeed,
since µ is a semi-norm, for any x, y ∈ Rd and t ∈ [0, 1],

µ (tx+ (1− t)y) ≤ µ (tx) + µ ((1− t)y) = tµ(x) + (1− t)µ(y).

For the rest of the proof, we begin with general implications. Firstly,

∀ε, t > 0,∀x ∈ Rd, x ∈ 1

t
Bt \ (1 + ε)K ⇒ µ(tx)− T (0, tx) > εt (2.28)

and x ∈ (1− ε)K \ 1

t
Bt ⇒ T (0, tx)− µ(tx) > εt. (2.29)

Moreover, since µ is a semi-norm, it is Cµ-Lipschitz for a constant Cµ, so that

∀ε, t > 0,∀x ∈ Rd, x ∈ 1

t
Bt \ (1 + ε)K ⇒ ‖x‖ ≥ 1 + ε

Cµ
. (2.30)

Besides under condition 8 there exists CT > 0 such that T is CT -Lipschitz, so
that

∀ε, t > 0,∀x ∈ Rd, x ∈ (1− ε)K \ 1

t
Bt ⇒ ‖x‖ ≥ 1

CT
. (2.31)
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Lastly, if µ is a norm,

∀ε ∈]0, 1[, t > 0,∀x ∈ Rd, x ∈ (1− ε)K ⇒ ‖x‖ ≤ 1− ε
µ( x
‖x‖ )

. (2.32)

We now prove the second assertion of Theorem 2.5. Let E be the event defined
by (2.19). By Theorem 2.1 (existence of µ), P(E) = 1. For any ε ∈]0, 1[, define

Iε :=

{
(1− ε)K ⊂ 1

t
Bt ⊂ (1 + ε)K for all t large enough

}
.

It is enough to prove that
E ⊂ Iε.

Assume on the contrary that there exists ε > 0 such that E occurs but not Iε.
By (2.28) and (2.29), it implies that there exists a sequence (tn)n of positive
reals such that

tn →n +∞, (2.33)

and a sequence (xn)n ∈ (Rd)N, such that

∀n ∈ N, xn ∈
(
Btn
tn
\ (1 + ε)K

)
∪
(

(1− ε)K \ Btn
tn

)
(2.34)

and thus
|T (0, xntn)− µ(tnxn)| ≥ εtn. (2.35)

For any integer n, let
zn := tnxn.

Note that for any n, zn 6= 0 and by (2.33), (2.34), (2.30) and (2.31),

‖zn‖ →n +∞.

By Lemma 2.13, there exist a ∈ Rd and a subsequence (yn)n of (zn)n such that

yn
‖yn‖

→n a and
1

‖yn‖
T (0, yn)→n µ(a).

Since µ is a norm, there exists N ′, such that for n ≥ N ′,

1

‖yn‖
T (0, yn) >

1

2
µ(a). (2.36)

Fix n ∈ N. If xn ∈ 1
tn
Btn \ (1 + ε)K, then T (0, yn) ≤ tn so that by (2.36),

‖xn‖ ≤
2

µ(a)
.

If on the contrary xn ∈ (1− ε)K \ 1
tBt, by (2.32)

‖xn‖ ≤
1− ε

infSd−1 µ
.
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In all cases, we see that (xn)n is bounded so that by (2.20) and the continuity
of µ at a,

1

tn
T (0, yn)− µ(

yn
tn

)→n 0,

which contradicts (3.20) and proves the second assertion of Theorem 2.5.
We prove now the first assertion of the theorem, again by contradiction.

Assume µ = 0, that E is satisfied and that there exist M > 0 and a sequence
(tn)n diverging to infinity, such that ∀n, 1

tn
B(tn) does not contain MB. Hence,

there exists (xn) ∈ (MB)N such that

∀n, T (0, xntn) > tn. (2.37)

As before, let (zn)n := (tnxn)n. Then again ‖zn‖ →n +∞. By Lemma 2.13,
there exists a subsequence (zn)n of (yn)n such that

1

‖yn‖
T (0, yn)→n 0.

Because again (xn)n is bounded, this implies that 1
tn
T (0, yn)→n 0, which con-

tradicts (2.37).

3. Applications

We present the main two (new) applications of Theorem 2.2 to Voronoi and
Gaussian percolations. The general setting is the following. Let σ : Rd → R+

be a measurable function over Rd with non-negative values. It induces a pseu-
dometric T defined by:

∀(x, y) ∈ (Rd)2, T (x, y) := inf
γ piecewise C1

path x→y

∫
γ

σ. (3.1)

Here, if σ : [0, 1]→ Rd, then∫
γ

σ =

∫ 1

0

σ(γ(t))‖γ′(t)‖dt.

Recall that T has possibly infinite values and is not a distance in general. As a
particular but very natural case, a colouring σ has values in {0, 1}. In this case,
we travel over {σ = 1} with speed one and with infinite speed over {σ = 0}. The
following lemma transfers some properties of σ to its assocated pseudometric.

Lemma 3.1. Let σ : Rd → R+ be a random function, such that almost surely,
for any segment I ⊂ Rd, σ|I is a regulated function. Then, the associated pseu-
dometric defined by (3.1) is measurable with respect to the Σ-algebra of σ. Fur-
thermore, it satisfies condition 4 (shell measurability). If σ is ergodic, so is T
(condition 1) and if σ is bounded, then T satisfies conditions 2 (finite moment)
and 8 (Lipschitz).
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Proof. The proof of the first assertion is similar to and easier than the second
one. The ergodicity of T is an immediate consequence of the ergodicity of σ
and the first assertion. Let us prove the last condition. For any finite set of
points x1, ..., xn, we denote by γx1,...,xn the piecewise affine path starting at x1,
ending at xn, going through x2, ..., xn−1 in order and following the straight line
in between two consecutive xi’s with speed 1. Then,

T (Ar,R) = inf
n∈N

inf
x2,...,xn−1∈Qd∩Ar,R
x1∈Qd∩Br,xn∈Qd\BR

∫
γx1,...,xn

σ.

Since any infimum of a sequence of measurable maps is measurable, it suffices
to show that for a fixed segment I ⊂ Ar,R,

σ 7→
∫
I

σ

is Σ-measurable. By hypothesis, σ|I is the uniform limit over the segment of sim-
ple functions (fn)n, such that for any n, fn has finite values in σ(I) ⊂ σ(Ar,r).
Hence, the integral is Σ-measurable. In conlusion, T (Ar,R) is Σ-measurable. The
last assertion is immediate.

We will need the following definition, for densities defined on R2: for any
rectangle R ⊂ R2,

Cross0(R) =
{
∃ a C0 path included in {σ = 0} crossing R horizontally

}
.

(3.2)
The event Cross1(R) is defined in a similar way. Recall that for any 0 < r < R,

Cross0(Ar,R) =
{
∃ a C0 path included in {σ = 0} crossing Ar,R

}
. (3.3)

3.1. Voronoi FPP

The first natural and new example for density FPP is Voronoi percolation. Let
X be a Poisson process over Rd with intensity 1. Recall that X is a random
subset of points, locally finite, such that for any Borel subset A ⊂ Rd, the
probability that X ∩A has exactly k points equals

(VolA)k

k!
exp(−VolA).

Moreover, for two disjoint subsets A and B, X|A is independent of X|B . To X we

can associate the so-called Voronoi tiling : any point x of X has a cell Vx ⊂ Rd
defined by the points in Rd which are closer to x than any other point of X.
Then, we colour any cell in black (value 1) with probability 1 − p or in white
(value 0) with probability p. The boundaries of two cells with different colour
are coloured white. This provides a random colouring

σp : Rd → {0, 1}.
18



Let pc(d) ∈ [0, 1] be defined by

pc(d) = inf {p, there exists an infinite white component a.s.} . (3.4)

Note that we have flipped the classical definition of the colouring, in order to fit
the general setting. It is classical [8, pp. 270–272] that for any d ≥ 2, pc(d) ∈]0, 1[.
In 2006, B. Bollobás and O. Riordan proved:

Theorem 3.2. [9, Theorems 1.1 and 1.2] For Voronoi percolation, pc(2) = 1/2.

Then V. Tassion proved that at criticality, planar Voronoi percolation σ0
satisfies a Russo-Seymour-Welsh type theorem:

Theorem 3.3. [27, Theorem 3] If p = pc(2) = 1/2,

1. for any rectangle R ⊂ R2, lim infn→∞ P[Cross0(nR)] > 0;
2. there exist C,α > 0, such that ∀R ≥ 1,P[Cross0(AR)] ≤ C

Rα .

More recently, H. Duminil-Copin, A. Raoufi and V. Tassion proved the fol-
lowing result:

Theorem 3.4. [13, Theorem 1] For any p ∈ [0, 1], let σp be the Voronoi per-
colation model defined above. For p < pc, there exist c > 0 and R0 > 0, such
that

∀R ≥ R0, P[Cross0(AR)] ≤ exp(−cR).

For d = 2, it was already proved by [9, Theorem 1.2].
As a first application of our general theorems, we obtain the following.

Theorem 3.5. For any integer d ≥ 2 and p ∈ [0, 1], let σp be the Voronoi
percolation model defined above, T be its associated pseudometric and µp be its
time constant. Then,

p < pc(d)⇒ µp > 0 and µp > 0⇒ p ≤ pc(d).

Moreover, Theorem 2.5 (shape theorem) applies, and the convex K is a Eu-
clidean ball.

Remark 3.6. 1. In fact, when d = 2, Theorem 3.2 and Theorem 3.3, one
can prove further that

µp > 0⇔ p <
1

2
.

2. There exist other models of FPP for Voronoi tesselations, see [18] and [22].
The first one always gives positive times, and the second one is associated
with the graph given by the tesselation, hence is topological.

Corollary 3.7. Let σ1/2 : R2 → {0, 1} be the planar critical Voronoi percolation
model defined above. Then,

∀η > 0, lim sup
R→∞

R1+ηP[Cross0(AR)] > 0.
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The rest of this section is devoted to the proof of Theorem 3.5. For condition
1 and condition 6, we will need the following lemmas.

Proposition 3.8. [27] Let p ∈]0, 1[ and σp be the associated Voronoi percolation
over Rd. Then, there exist constants c,M0 > 0 such that for all M ≥ M0 and
A1, A2 two compact subsets of Rd, both of diameter less than M and at a distance
≥M from each other, for all events E1, E2 depending respectively on the colour
over A1, A2 respectively, we have:∣∣P [E1 ∩ E2]− P[E1]P[E2]

∣∣ ≤ e−cMd

.

In particular the pseudometric T associated to σp satisfies condition 6 (quasi-
independence).

The proof of this proposition can be extracted from the proof of Lemma 1.1
of [27]. For sake of clarity, we give here a proof of it. It is a consequence of the
following lemma:

Lemma 3.9. [27] Let X be a Poisson process over Rd with intensity 1, and for
x ∈ X, denote by Vx the Voronoi cell based on x. Then there exist c > 0 and
M0 > 0 such that the following holds. For any open bounded subset A ⊂ Rd with
diameter less than M ≥M0, let E(A,M) be the event

E(A,M) := {A ⊂
⋃

x∈X∩(A+B(0,M))

Vx}. (3.5)

Then, P[E(A,M)] ≥ 1− exp(−cMd).

In other terms, with exponentially high probability the Voronoi cells inter-
secting A do not go too far off of A.

Proof of Lemma 3.9. There exists C > 0, such that for any M > 0 and A as in
the lemma, A can be covered by at most C balls of radius M . With probability
at least 1−C exp

(
−(VolB)dMd)

)
, there exists at least one point of the Poisson

process in every ball. Consequently, with the same probability, any point of A
is M -close to a point of the Poisson process.

Proof of Proposition 3.8. By Lemma 3.9, with probability at least 1−2e−c(M/2)d ,
the event E(A,M/2)∩E(B,M/2) happens, where E(A,M) is defined by (3.5).
Since the distance beween A and B is larger than M , this implies the result.

We could not find in the literature the proof that Voronoi percolation is
ergodic under the actions of translations, hence the following proposition:

Proposition 3.10. For any p ∈ R, the translations over Rd are ergodic for the
Voronoi percolation σp.

Proof. Let ε > 0 and A be a translation-invariant event. Since A is measurable,
there exist a compact subset S ⊂ Rd and an event AS depending only on the
value of σp on S such that

P(A∆AS) ≤ ε. (3.6)
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Let c,M0 > DiamS be given by Lemma 3.9 such that

∀R ≥M0, P[E(S,R)] ≥ 1− exp(−cRd) ≥ 1− ε,

where E(S,R) is defined by (3.5). Let

v = (4M0, 0, · · · , 0) ∈ Rd.

Then conditioned on an event of probability at least 1 − ε, AS is independent
of τvAS , so that

|P(AS ∩ τvAS)− P(AS)2| ≤ ε. (3.7)

Since A is invariant under τv, P(A ∩ τvA) = P(A). Now

P
[
(AS ∩ τvAS)4A

]
≤ P(AS 4A) + P(τvAS 4A)

≤ P(AS 4A) + P(AS 4 τ−vA).

But τ−vA = A. Thus,

P
[
(AS ∩ τvAS)4A

]
≤ 2P(AS 4A) ≤ 2ε.

Therefore, |P(AS ∩ τvAS)− P(A)| ≤ 2ε. Hence by (3.7) we get

|P(AS)2 − P(A)| ≤ 3ε.

Now using (3.6),

|P(A)2 − P(A)| ≤ 3ε+ |P(AS)2 − P(A)2| ≤ 5ε.

Consequently, P(A) ∈ {0, 1}.

Proposition 3.11. For any integer d ≥ 2 and p ∈ [0, 1], let σp be the Voronoi
percolation model defined above. Then, the associated pseudometric T is mea-
surable with respect to the Σ−algebra of σp, T satisfies conditions 1, 2 and 4,
and the associated time constant µp defined by (1.2) is well-defined.

Proof. By Proposition 3.10, σp is ergodic. The colour of Voronoi percolation is
constant on each tile, and a tile τ is semi-algebraic, that is, τ is a finite union
of subsets defined by a finite number of algebraic inequalities, see [7, Definition
2.1.4]. This implies that that the restriction of σp to any segment is the indicator
function of a semi-algebraic subset. Since by [7, Theorem 2.4.5], any such subset
has a finite number of connected components, the restriction is regulated over
I. By Lemma 3.1, this implies that T is measurable with respect to the Σ-
algebra of σp, is ergodic and satisfies condition 4. Since σp = 0 or 1, T satisfies
condition 2. Hence, by Theorem 2.1, µp is well-defined and isotropic.

We carry on with an intermediate result for the proof of Theorem 3.5.

Proposition 3.12. Let σp : Rd → {0, 1} be the Voronoi percolation with pa-
rameter p ∈]0, 1[. If p < pc(d), then the associated pseudometric T satisfies
condition 5.
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Proof. Let R > 1 and assume that T (AR) = 0. Then, there doesn’t exist any
black circuit in AR. Indeed, if there were such a circuit C, any deterministic
crossing path would cross C. However, with probability one, the union of Voronoi
cell touching the path has positive width, so that its time T would be non
vanishing. Hence, there is a white crossing, that is, the event Cross0(AR) occurs.
Now, if p < pc(d), Theorem 3.4 implies that the probability of this event is
exponentialy small with R. Hence, σp satisfies condition 5.

Proof of Theorem 3.5. By Proposition 3.8, the pseudometric T associated to
σp satisfies condition 6 (quasi-independence). Let p < pc(d). By Proposition
3.12, T satisfies condition 5. By Theorem 2.2, µp > 0. For p > pc(d), by the
definition (3.4) of pc(d), almost surely there is an infinite connected component
of {σp = 0}, so that condition 7 (white crossing of large spherical shells) holds,
which implies that µp = 0 by Theorem 2.4.

3.2. Gaussian FPP

Continous Gaussian fields are very natural object in probability. Gaussian per-
colation, which can be defined by the connectivity features of the associated
nodal domains, that is the subset of points where the function is positive, has
recently become a very active research area. Let

f : R2 → R

be any centered planar Gaussian field. To this field we associate a family (σp)p∈R
of colouring functions over Rp defined by:

∀p ∈ R, σp :=
1

2
(1 + sign(f + p)) , (3.8)

where the sign of 0 is considered to be −1. This choice will have no influence if f
satisfies condition 12, see Proposition 3.19. Recall that f is entirely determined
by its covariance kernel:

∀(x, y) ∈ (R2)2, e(x, y) := E (f(x)f(y)) .

In the sequel, the centered Gaussian field f will satisfy the following conditions:

9. (Stationarity) the covariance is stationary, that is invariant under trans-
lations, so that there exists κ : R2 → R such that

∀x, y ∈ R2, e(x, y) = κ(x− y). (3.9)

10. (Normalization) κ(0) = 1.
11. (Symmetries) κ is symmetric under both reflection across the x-axis, and

rotation by π/2 about the origin.
12. (Regularity) κ is C3.
13. (Positive correlations) κ ≥ 0.
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14. (Decay of correlations)

(a) (weak) κ(x)→‖x‖→∞ 0.

(b) (strong) There exist two positive constants C, β such that for every
multi-index α with |α| ≤ 3,

∀x ∈ R2, |∂ακ(x)| ≤ C‖x‖−β .

15. (Isotropy) κ depends only on the distance between two points.

Example 3.13. The full list of conditions from 9 to 15 are satisfied by the
Bargmann-Fock field. This field arises naturally from random complex and real
algebraic geometry as explained in [5]. It is given by the non-negative correlation
function:

e(x, y) = exp

(
−1

2
‖x− y‖2

)
.

Equivalently, we can explicitly write it as the following random field f :

f(x) = exp

(
−1

2
‖x‖2

) ∑
i,j∈N

ai,j
xi1x

j
2√

i!j!
, (3.10)

where the ai,j’s are i.i.d centered Gaussians of variance 1.

In [5], V. Beffara and the second author of this work proved a Russo-Seymour-
Welsh theorem for the nodal domains {f > 0}:

Theorem 3.14. ([5], [6], [25] and [20]) Let f be a Gaussian field on R2 sat-
isfying the assumptions given above, where the exponent from assumption 14b
verifies β > 2. Let σ0 be the associated colour function defined by (3.8) for
p = 0.Then,

1. for any rectangle R ⊂ R2, lim infn→∞ P[Cross0(nR)] > 0;
2. there exist C,α > 0, such that ∀R ≥ 1, P[Cross0(AR)] ≤ C

Rα .

The second assertion implies that there is no infinite component of {f > 0},
a negative result which was already in [3], with a different (sketched) proof.
Secondly, in [26], A. Rivera and H. Vanneuville proved that for the Bargmann-
Fock field (3.10) below the value p = 0 is critical:

Theorem 3.15. ([? ], [20], [24], [14]) Let f : R2 → R be a Gaussian field
satisfying the assumptions given above, where the exponent from assumption
14b verifies β > 2.

1. If p ≥ 0, then a.s. there is no unbounded connected component of {σp = 0}.
2. If p < 0, then a.s. there is a unique unbounded connected component of
{σp = 0}.

Theorem 3.16. Let f be a centered Gaussian field over R2 satisfying the above
assumptions, where the exponent from assumption 14b verifies β > 21. Let
(σp)p∈R be the associated family of colour functions given by (3.8), and (Tp)p
the associated pseudometric defined by (3.1). Then,
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1. the time constants (µp)p are well-defined ;
2. the conclusions of Theorem 2.5 (shape theorem) hold.
3. µp > 0⇔ p > 0.

Corollary 3.17. Let f be a centered Gaussian field over R2 and satisfying and
satisfying the above assumptions. For p = 0, that is the colouring function is
σ0, then

∀η > 5/4, lim sup
R→∞

RηP[Cross0(AR)] > 0.

The rest of this section is devoted to the proof of Theorem 3.16. We begin
by recalling two important classical regularity results. The first one concerns
analytic regularity:

Proposition 3.18. [21, §A.3] Let k ∈ N∗ and f : Rd → R be a Gaussian field
with covariance e, such that e can be differentiated at least k times in x and k
times in y, and that these derivatives are continuous. Then, almost surely f is
Ck−1.

The second one concerns the geometric regularity of the vanishing locus of
the field:

Proposition 3.19. [2, Lemma 12.11.12] Let f : Rd → R be a Gaussian field,
almost surely C1. Then, almost surely f vanishes transversally. In particular,
{f = 0} is empty or has codimension 1.

By condition 12, f is almost surely C1, so that by Proposition 3.19, the
vanishing locus has a vanishing Lebesgue measure, so that the previous choice
has no influence on the value of the random pseudometric T for σp defined by
(3.1).

Proposition 3.20. Let f : R2 → R be a centered Gaussian field satisfying
the conditions above, (σp)p∈R be the colouring defined by (3.8) and (Tp)p their
associated pseudometrics. Then, Tp is measurable with respect to the Σ-algebra
of f , satisfies conditions 1, 2, 3 and 4. In particular, the constants µp are
well-defined.

Proof. Since f is continuous almost surely by Proposition 3.18, it is continuous
over any segment I ⊂ R2. Consequently, σp is regulated over I. By Lemma 3.1,
this implies that T is measurable with respect to the Σ-algebra of σp, hence with
respect to that of f as well, and that T satisfies condition 4. By [1, Theorem
6.5.4], any stationnary centered Gaussian field which is almost surely continuous,
and whose correlation function converges to zero at infinity, is ergodic. All these
conditions are true by hypothesis. This implies that σp is also ergodic, so that
T satisfies condition 1. Since σp = 0 or 1, T satisfies condition 2. The isotropy
condition is a consequence of the isotropy of κ. Hence, by Theorem 2.1, µp is
well-defined and isotropic.

Fields with positive correlations enjoy a very important property, namely the
FKG inequality:

24



Fig 2. Positive crossings of the four rectangles implies no negative crossing of the shell

Theorem 3.21. [23], [25, Lemma A.12] Let f : Rd → R be a Gaussian field
satisfiying conditions 11, 12 and 13 (positive correlations). Then for any p ∈ R,
σp defined by (3.8) satisfie the following Fortuin-Kasteleyn-Ginibre inequality
for crossings: for any positive crossing events E1 and E2 of the form Cross1(R)
(see 3.2),

P[E1 ∩ E2] ≥ P[E1]P[E2].

In dimension 2, when p = 0, Theorem 3.14 asserts that both probabilities of
Cross0(nR) and Cross1(nR) are uniformly lower bounded by a positive constant
when n goes to infinity. When p 6= 0, this situation changes drastically:

Theorem 3.22. ([? ] [20], see also [24]) Let f : R2 → R be a planar Gaussian
field satisfying the assumptions above. For any p ∈ R, let σp be the associated
random planar colouring defined by (3.8), and R ⊂ R2 be a rectangle. Then

p > 0⇔ ∃c > 0,M0 > 0,∀M ≥M0, P
[

Cross0(MR)
]
≤ e−cM .

We state now a simple corollary of Theorem 3.22 which will be used for the
proof of Theorem 3.16, and which relies only on the FKG condition.

Corollary 3.23. Let f : R2 → R be a planar Gaussian field satisfying the above
assumptions, and let p > 0. Then, there exist positive constants c,M0 such that

∀M ≥M0, P [Cross0(AM )] ≤ e−cM .

In particular, σp satisfies condition 5.

Proof. Consider four fixed horizontal or vertical rectangles (Ri)i=1,··· ,4 inside
A2 = A1,2, and such that their open union contains a closed circuit inside A2

around its center, see Figure 2. Note that for all M ≥ 2 the union of the four
copies MR1, · · ·MR4 lies in AM . By Theorem 3.22, there exist M0 > 0 and
c > 0 such that

∀i ∈ {1, · · · , 4}, ∀M ≥M0, P
[
Cross1(MRj)

]
≥ 1− e−cM .
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Here we used the symmetry of the law under rotation of right angle and by
translations. We also used that a lengthwise positive crossing is the complement
event of there being a widthwise negative crossing. Since a positive circuit inside
the union of the four rectangles prevents any negative crossing of the annulus,
Theorem 3.21 (FKG) implies that

∀M ≥M0, P(Cross0(AM )c) ≥ P

[
4⋂
i=1

Cross1(Ri)

]
≥ (1− e−cM )4.

Thus there exist M1 ≥M0 and c′ > 0 such that

∀M ≥M1, P(Cross0(AM )) ≤ e−c
′M .

Now, let R > 1 and assume that T (AR) = 0. Then, there is no black circuit in
AR. Indeed, if there were one, by Proposition 3.18 and then Proposition 3.19,
almost surely the positive region {σ = 1} would be a d-submanifold with smooth
boundary, hence any crossing of AR would cross an open set in {σ = 1}, hence
could not have vanishing time. Hence, T satisfies condition 5.

In order to ensure that the sign of σp satisfies the quasi-independence condi-
tion 6, we will use the following theorem.

Theorem 3.24. [20, Theorem 4.2] Let f : R2 → R be a planar Gaussian field
satisfying the above conditions (14b for a certain β > 0). Then, there exist
c,R0 > 0 such that for any R ≥ R0, r ≥ 1 and t ≥ logR, for any pair of
compact sets A and B of diameters bounded above by R with dist(A,B) ≥ r,
for any events E1, E2 which are both increasing or both decreasing events, and
depending only of the field f over A and B respectively, we have:∣∣∣P(E1 ∩ E2)− P(E1)P(E2)

∣∣∣ ≤ cRtr1−β + ce−ct
2

.

Corollary 3.25. Let f be satisfying the conditions of Theorem 3.24 for some
β > 1. Then for any 1 < α0 < β−1 and any 0 < β′ < β−1−α0, and any p ∈ R,
σp defined by (3.8) satisfies the inequality of condition 6 (quasi-independence)
with exponent β′ instead of 19(d− 1).

Proof. Firstly, notice that a decreasing event E depending only on the value of
σp over some subset A ⊂ Rd is also decreasing for f . Hence, by the definition
of Ind− given by (2.3) and Theorem 3.24 taking R = S, r = Q and t = logS,
there exists Q0 ≥ 0, such that

∀Q ≥ 1, Ind−(Q,S) ≤ SQQ−β logS + cS−c logS .

So that if S = Qα, α < α0,

Ind−(Q,S) ≤ αQ1+αQ−β logQ+ cQ−cα
2 logQ ≤ Q−β

′

for Q large enough, since β′ < β − 1 − α0. So that condition 6 is verified for
β′.
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Proof of Theorem 3.16. First, let us suppose p > 0 and that f satisfies assump-
tion 14b for some β > 21. By Corollary 3.25, if we let α0 = (β − 19)/2, the
associated pseudometric satisfies a polynomial decay of correlations with expo-
nent β′ = (β+ 19)/2− 1 > 20− 1 = 19, hence it satisfies assumption 6. Besides,
by Corollary 3.23, T satisfies condition 5. By Propoposition 3.20, T satisfies all
the other conditions needed for Theorem 2.2. In conclusion, µp > 0. If p = 0, by
Theorem 3.14, for any rectangle R, lim infn→∞ P[Cross0(nR)] > 0. This implies
that lim infn→∞ P[Cross0(An,2n)] > 0, so that

lim inf
n→∞

P[T (An,2n) = 0] > 0.

In other terms, T satisfies condition 7. Lastly, by Lemma 3.1, T is Lipschitz,
hence satisfies condition 8. By Theorem 2.4, this implies that µp = 0. For
p < 0, since the white crossing probabilities decrease with p, we obtain the
same conclusion.

4. Acknowledgements

We would like to warmly thank Vincent Beffara, Jean-Baptiste Gouéré and Hugo
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erences, and the two referees for their thorough work, their valuable suggestions
for improving the readability of the paper and their mathematical comments
which lead us to improve and amend the contents of this paper. The research
leading to these results has received funding from the French Agence nationale
de la recherche, ANR-15CE40-0007-01.

References

[1] Adler, R. J. (2010). The Geometry of Random Fields. Society for Indus-
trial and Applied Mathematics.

[2] Adler, R. J. and Taylor, J. E. (2009). Random fields and geometry.
Springer Science & Business Media.

[3] Alexander, K. S. (1996). Boundedness of level lines for two-dimensional
random fields. The Annals of Probability 24 1653–1674.

[4] Auffinger, A., Damron, M. and Hanson, J. (2017). 50 years of first-
passage percolation 68. American Mathematical Soc.

[5] Beffara, V. and Gayet, D. (2017). Percolation of random nodal lines.
Publ. Math., Inst. Hautes Étud. Sci. 126 131–176.

[6] Beliaev, D. and Muirhead, S. (2018). Discretisation schemes for level
sets of planar Gaussian fields. Communications in Mathematical Physics
359 869–913.

[7] Bochnak, J., Coste, M. and Roy, M.-F. (2013). Real algebraic geometry
36. Springer Science & Business Media.

27



[8] Bollobás, B. and Riordan, O. (2006). Percolation. Cambridge Univer-
sity Press.

[9] Bollobás, B. and Riordan, O. (2006). The critical probability for ran-
dom Voronoi percolation in the plane is 1/2. Probability theory and related
fields 136 417–468.

[10] Cox, J. T. and Durrett, R. (1981). Some Limit Theorems for Perco-
lation Processes with Necessary and Sufficient Conditions. The Annals of
Probability 9 583–603.

[11] Dewan, V. and Gayet, D. (2020). Random pseudometrics and applica-
tions. arXiv:2004.05057.

[12] Ding, J. and Goswami, S. (2019). Upper Bounds on Liouville First-
Passage Percolation and Watabiki’s Prediction. Communications on Pure
and Applied Mathematics 72 2331–2384.

[13] Duminil-Copin, H., Raoufi, A. and Tassion, V. (2019). Exponential
decay of connection probabilities for subcritical Voronoi percolation in Rd.
Probability Theory and Related Fields 173 479–490.

[14] Garban, C. and Vanneuville, H. (2019). Bargmann-Fock percolation is
noise sensitive. arXiv:1906.02666.
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